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Abstract— In the past few years, there has been an increasing awareness of the important role of requirements engineering (RE) in a 
project’s success, in both research and industry. Developing consistent requirements specifications that meet the customers’ needs, in 
traditional development, is likely to be infeasible. For one reason, customers do not usually have a clear picture of what they really want. 
Secondly, the business domain could be changing quickly, especially if it heavily depends on technologies. Agile software development 
(ASD), on the other hand, supports iterative and incremental development and emphasises customers’ involvement in the development 
process. We argue that adopting ASD in RE overcomes the limitations of the traditional development. ASD, however, is no silver bullet and 
its adoption comes at a price. This paper helps the reader to: (1) get a quick yet a comprehensive grasp of RE in traditional and ASD; (2) 
understand the synergies/commonalities between the two approaches in handling RE; (3) recognise the associated challenges of adopting 
ASD; and (4) identify the current prominent agile RE research areas. 

Index Terms— agile RE challenges, agile RE practices, agile RE research areas, agile requirements engineering, agile software 
development, requirements engineering, traditional RE 

 

            ——————————      —————————— 

1 INTRODUCTION                                                                     
equirements engineering (RE) is the process of 
determining what the system does and not how it does 
it. The increasingly changing business environments 

have challenged the principles of traditional RE, in a sense 
that, in the past few years, the awareness of organisations to 
adopt changes instead of resenting them has significantly 
increased, as suggested by many experienced practitioners. 
Since requirements often evolve, then the only way to 
guarantee the success of a given project is to embrace these 
changes.  

Embracing changes throughout the different stages of 
development is likely to be infeasible in the traditional RE 
aproach, as the RE process takes place only once prior to the 
start of development; thus, any changes that are presented 
afterwards will be costly, if they are doable at all. This is one 
of the main reasons why agile software development (ASD) 
has received such a great attention from many practitioners in 
the RE field. Unlike the predictive and process-oriented 
traditional development, ASD methods are adaptive and 
people-oriented [1]. According to the studies in [2,3], more 
than two thirds of the factors that contribute to a project's 
success fall under the umbrella of RE and ASD. Hence, 
surveying the potential of bringing them together will 
undoubtedly benefit both research and industrial 
communities. 

This paper attempts to answer the following research 
questions: What is the current research state-of-the-art in 
traditional RE (Section 2)? What are the RE practices adopted 

in ASD (Section4)? What are the commonalities and 
differences between agile and traditional RE approaches 
(Section 4)? What are the challenges associated with the agile 
RE practices adoption (Section 5)? And lastely, what are the 
agile RE areas that are still in need for research (Section 6)? 
The paper also gives an overview about ASD  in Section 3 and 
it finally concludes the presented work in Section 7. 

2 REQUIREMENTS ENGINEERING 
Successful RE requires a very good understanding of the 
business domain, the environment in which the system will be 
running, and the needs of the project's stakeholders 
(customers, users, developers, etc.) [4]. In traditional 
development, the following is assumed: (1) the customer 
precisely knows, from the beginning, what they need from the 
system; (2) the development team understands the customer’s 
needs correctly and clearly; (3) only one or more stakeholders 
are in charge of elaborating the requirements; and (4) there is a 
strict separation of different functions with little focus on 
cross-functional teams [5]. Somerville and Sawyer claim that 
the RE process is composed of five main tasks: elicitation, 
analysis and negotiation, modelling, validation and 
verification, and management [4]. The rest of this section gives 
further details about these tasks including the most popular 
work offered in each activity. 

2.1 Requirements Elicitation 
Requirements elicitation is the process of discovering and 
elaborating the requirements of a system. These requirements 
could be very well understood, fuzzily understood, or 
innovative problems. Generally, this task requires a very good 
knowledge not only of the application domain, but also of the 
specific problem the system to-be is trying to solve. Previous 
work in requirements elicitation focused mainly on solutions 
that improve the precision, the accuracy, and the different 
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levels of details for requirements [6]. To this end, the related 
work will be summarised subsequently. 
 Notations are developed to help better understand the 

requirements and expedite the process of exploring and 
learning the stakeholders’ needs, while facilitating 
discussions through using models that are unlikely to be 
misinterpreted by the different stakeholders. The 
following are examples for such notations: scenarios [7], 
agent-based [8],[9],[10], sequence charts [11], use cases 
[12], anti-models [13],[14],[15], non-functional 
requirements [16], goal models [17,18], and policy [19]. 
Such models tend to be inexpensive and they significantly 
ease the process of collecting feedback from the 
stakeholders as early as possible. 

 Many methodologies have been proposed for the 
elicitation of requirements, in which they are used for: (1) 
dentifying stakeholders [20]; (2) ensuring that the 
requirements are not diverted away from the scope of the 
project, such as personas [21,22] and metaphors [23]; (3) 
considering the context and the environment, in which the 
system will be deployed, as well as the personal 
requirements when extracting the requirements of the 
system [24,25]; and (4) identifying the luxurious 
requirements to help making the final product more 
attractive and likeable, such as brainstorming and 
creativity workshops [26] 

 Many tools have been offered to elicit feedback on the 
early representation of a system, such as model-driven 
development [27], simulations [28], storyboards [29], and 
model animations [30,31] 

2.2 Requirements Analysis and Negotiation 
The main purpose of this task is to identify and resolve any 
conflicts, overlaps, omissions, and inconsistencies in the 
elaborated requirements. The output list of this task is then 
negotiated and prioritised, in a sense that an agreement, 
among the system’s stakeholders, is reached about what 
requirements to be implemented and in what order [4]. Most 
of the research done in this area focuses on the development 
of new, or the improvement of existing, methodologies and 
techniques for efficiently and precisely evaluating the quality 
of the produced requirements [6].  
 Methodologies1 in that area proposed solutions and 

guidelines for the problems of: negotiation [32], 
requirements alignment with commercial-off-the-shelf 
(COTS) products and open systems [33,34], and the 
management of conflicts of the unknown interactions 
between requirements [35]. 

 There are plenty of analyses conducted to help in locating 
linguistic issues, which could be a barrier for having 
understandable and conflict-free requirements. The work 
in [36],[37],[38],[39],[40] investigated cases where errors 
could be ambiguous, while the work in [41],[42],[43],[44], 

 
 

1 A methodology is usually a guideline system for solving a problem, with 
specific components such as phases, tasks, methods, techniques and tools 

[45],[46] investigated cases where errors could be 
inconsistent or incomplete. Further work includes 
analyses for locating: (1) possible obstacles to the 
satisfaction of requirements, goals, and elaborated 
assumptions [47,48]; (2) missing assumptions [49]; or (3) 
unknown interactions among requirements [35],[50],[51]. 

 Techniques2 in [52],[53],[54] address risk and impact 
analysis, so that the team can accurately understand the 
requirements, their inter-associations, and the 
consequences of that interdependencies. Techniques for 
prioritisation, visualisation, and analyses have also been 
presented; thus enabling the stakeholders to adequately 
select the most favourable set of requirements to be 
implemented [55],[56],[57],[58],[59], or identify well-fitted 
solutions for COTS based projects [33,60]. 

2.3 Requirements Modelling 
Modelling represents the step that bridges the gap between 
analysis and design through providing formal visual 
representations for the system. A model is considered a good 
one if it is unambiguous, complete, precise, and can be easily 
communicated with all of the involved stakeholders [61]. 
Having a good modelling process means: (1) there is a 
consistent and precise defined vocabulary across the system; 
(2) diagrams are used to adequately visualise the system 
specification (i.e. each model records specific details about the 
requirements); (3) the different points of view of the system 
are properly considered; and (4) the elaborated requirements 
are validated through animation [61]. For further details, the 
main modelling approaches/methods are summarised next.  
 The main traditional modelling approaches are data flow 

diagrams (DFDs), entity relationship diagrams (ERDs), 
and statecharts. While DFDs show how data is processed 
at different levels of abstractions, ERDs show the 
conceptual representation of the requirements [62]. 
Statecharts, on the other hand, are used to describe the 
behaviour of a system [63]. 

 The main object oriented approaches are class diagrams 
and use cases. While class diagrams represent a system as 
a set of objects encapsulating the details of their behaviour 
and characteristics, the use cases define the interactions 
between the users of a system and the system itself. 

 The literature also spoke of three main types of methods 
that are used for modeling requirements, namely: 
viewpoint, object oriented, and formal methods. The 
viewpoint methods (e.g. CORE [64], SADT [65], and 
VORD [66]) believe that requirements should be 
elaborated from the perspectives of all the stakeholders. 
The object-oriented methods (e.g. OOA [67], OMT [68], 
and the Booch Method) were initially adopted by 
companies believing that time-to-market and resistance to 
change were paramount. Formal Methods (e.g. Z, VDM, 
LOTOS, and the B-Method), on the other hand, believe in 

 
 

2 A technique describes how to perform a particular technical activity, and, if 
appropriate, how to use a particular notation as part of that activity. 
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a more rigorous representation based on mathematics 
[69].  

 Notations such as the Unified Modelling Language (UML) 
are of a critical importance in modelling, because of the 
number of models they offer, and in which each model 
represents a different phase of development and 
collectively they describe the system under development 
[70]. 

2.4 Requirements Validation and Verification 
Requirements validation is the process of ensuring that the 
development team is building the right product. This is 
achieved through reviewing the requirements artefacts with 
the stakeholders, to guarantee that the models and the 
documentation reflect their needs accurately [71]. The main 
research done in this area was based on simulations [72], 
animations [30],[31],[73], and derived invariants [74].  

Requirements verification, on the other hand, is the 
process of ensuring that the development team is building the 
product right. Formal requirements can be verified through 
model checking, model satisfiability, and notations. While 
model checking, an algorithmic analysis of programmes, 
automatically tests whether a system model meets a given 
formal specification [75], model satisfiability checks that there 
exist valid instantiations of constrained object models, and 
that operation on object models preserve invariants [76]. 
Notations, on the other hand, facilitate automated verification, 
where these verification models are the simplifications and the 
abstractions of the specification to be verified [77,78]. 

To sum up, the typical requirements validation and 
verification approaches used in traditional development 
include: tracing approaches, prototyping, testing, user manual 
writing, formal validation, and reviews and inspection (e.g. 
walkthroughs, formal inspections, and checklists) [4]. 

2.5 Requirements Management 
Requirements management is primarily concerned with all the 
activities associated with changing the requirements of the 
system from change/version control to requirements tracing 
and status tracking. There are plenty of tools and techniques 
to simplify, and partially automate, the task of identifying and 
documenting traceability links among requirements 
[79],[80],[81],[82],[83]. Also, there exist analyses that 
determine the stability of requirements to adequately manage 
future changes, while making and evaluating the architectural 
choices accordingly [84]. 

3 AGILE SOFTWARE DEVELOPMENT 
ASD is a group of software development methods based on 
incremental and iterative development. According to the agile 
manifesto [1], ASD is defined in terms of values, principles, 
and practices. Unlike traditional development methods, agile 
development does not encourage upfront detailed planning 
for the entire project, and promotes both quick clean delivery 
and stakeholders’ involvement in the entire process of 

development [85]. Table 1. summarises the main differences 
between traditional and agile development [86].  

Agile development encompasses six main methods, where 
they all share the core values and principles plus some 
common practices such as on-site customer, short iterations, 
frequent releases, prioritisation based on features delivering the 
highest business value for the customer, simple design, and peer 
reviews [87]. Intuitively, each method defines its own practices 
based on the vision of that method. Next, these methods will be 
briefly addressed. 

3.1   Scrum 
It focuses on management in situations where it is difficult to 
plan ahead. The features to be implemented in the system are 
listed in the backlog, where the product owner (the voice of 
the customer) decides which of these items are to be 
developed in each sprint (iteration); the development team, 
then, self-organises and coordinates their work through 
various practices such as daily scrums and sprint planning. 
The Scrum method is greatly supported by a Scrum Master, 
who makes sure that the process is followed and there are no 
obstacles hindering the team from working effectively [88]. 

3.2   Extreme Programming (XP; XP2) 
Extreme Programming believes in implementing the best 
practices of software development. XP adopts 12 practices, 
which are: simple design, test-driven development, 
refactoring, pair programming, small releases, metaphor, 
collective code ownership, planning game, continuous 
integration, on-site customers, 40-h week, and coding 
standards. The revised version of XP is called XP2 and it 

                                  TABLE 1 
    TRADITIONAL VERSUS AGILE DEVELOPMENT 
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adopts similar practices to these of XP with slight variations 
such as: quarterly cycle, weekly cycle, and 10-minute build 
[89,90]. 

3.3   Feature-Driven Development (FDD) 
FDD is a short-iteration process that focuses on the 
development of critical systems, where an iteration of a 
feature consists of both design and building. FDD is a blend of 
model-driven and agile development with assertion on object 
models, division of work in features, and iterative design for 
each feature [91]. 

3.4   Dynamic Systems Development Method (DSDM) 
DSDM is a rapid application development framework that 
consists of 3 phases: (1) pre-project (for the feasibility study); 
(2) project life-cycle (for the business study); and (3) post-
project (for the development). DSDM adopts 9 main 
principles: empowering the project team, iterative and 
incremental development, testing throughout the 
development lifecycle, frequent delivery, efficient and 
effective communication, user involvement, addressing 
current business needs, allowing reversing changes, and high-
level scope being fixed before project starts [92]. 

3.5   The Crystal Methodologies 
They are a family of methodologies: Clear, Yellow, Orange, 
Red, Magenta, Blue, and Violet. As with real crystals, each 
colour of these methodologies corresponds to the project size 
and criticality. The Clear methodology is considered the most 
agile or the lightest weight crystal methodology and hence it 
gained a lot of popularity [93]. The main focus of the Clear 
methodology is communications in small teams developing 
non-life critical systems and it adopts the following 6 principles: 
frequent delivery, regular reflection workshops, osmotic 
communication, easy access to expert real users, and code versioning 
tools [93]. 

3.6   Adaptive Software Development  
Provides a framework, with enough guidance, to save large 
and complex projects from falling in chaos; it strongly 
encourages incremental iterative development with constant 
prototyping. Adaptive software development consists of three 
phases: (1) speculation (recognising the uncertain nature of 
complex problems and encouraging exploration and 
experimentation); (2) collaboration (working jointly to 
produce results, share knowledge, or make decisions); and (3) 
learning (acknowledging failure and positively reacts to 
mistakes). The principles of this method are: mission focused, 
feature based, iterative, time-boxed, risk driven, and change 
tolerant [94]. 

4 AGILE REQUIREMENTS ENGINEERING 
Both vagueness and frequent changes in requirements are 
unavoidable. Thus, following the traditional RE practices to 

develop clear, consistent, and complete requirements, before 
the design and the implementation begin, seems to be 
infeasible. 

The ability of ASD to embrace continuous changes in 
requirements, accommodate the growing technology 
evolution, and deliver working software early to market, has 
made it a very appealing software development approach. In 
this section, the light is shed on the agile RE practices. 

4.1   Requirements Elicitation  
The techniques used in this phase of development are much 
like those of the traditional development. However in agile, 
the elicitation process is performed iteratively and 
continuously, before each development iteration, accentuating 
the communication of the elaborated requirements with the 
customer. The most common techniques that are used in agile 
requirements elicitation are: 
 Face-to-Face Communication: the main purpose of RE in 

an agile environment is to help or guide the customer to 
articulate and communicate his/her needs. This is done 
through: (1) Interviews, which is the most traditional and 
commonly used technique. They can be structured with a 
predetermined set of questions or unstructured where the 
emphasis is placed more on open discussions [95]; and (2) 
Joint Application Development (JAD), in which a well 
structured group session with defined steps, actions, and 
roles for participants is followed [96,97]. 

 User stories: is the practice used by agile methods to 
record the system requirements. A user story describes a 
feature that delivers a value for the customer and usually 
it is written on a paper note card. On each note card, the 
description of the story is written at the front while its 
acceptance test goes at the back. They are also used for 
planning and documenting the requirements [98,99]. The 
customer’s team takes the responsibility of writing the 
user stories to guarantee that the stories are written in the 
business language they understand [98]. 

It is intuitive then to conclude that, before writing a 
user story, the team has to think about what they expect 
the system to do, and then think about a specific function-
ality to be delivered. That process can be regarded as the 
brainstorming practice in traditional RE. 

 Prototyping: is one of the fastest and most effective ways 
to help the customer visualises requirements. Prototyping 
narrows the gap between what the customer desires to see 
in the system and what the requirements, when 
implemented, will actually look like. There are three main 
types of prototypes: low-fidelity, high-fidelity, and 
wizard-of-oz prototypes. (1) The low-fidelity prototype is 
a mockup of user interfaces sketched on a paper or with a 
computer-based sketching tool (e.g. Balsamiq) [100,101]. 
(2) The high-fidelity prototype is a realistic mockup of 
user interfaces that are rapidly implemented in software 
or as a web page (e.g. Axure), providing limited aspects of 
functionalities to be simulated or demonstrated (e.g. 
navigation or a walk-through of a task scenario) [102]. (3) 
The wizard-of-oz prototype is an acting prototype, in 
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which a person simulates the responses of the system in 
response to some user inputs [4]. 

Unlike traditional development, prototypes in agile 
are used to help understand the difficult requirements 
and bridge the gap between the various perspectives of 
the different stakeholders, and not to be part of the 
developed system; thus, they are mostly treated as throw-
away prototypes. 

4.2   Requirements Analysis and Negotiation 
Like traditional development, the analysis and negotiation 
phase in agile checks the requirements for completeness, 
consistency, essentiality, and feasibility. This is achieved 
through conducting JADS for all the involved stakeholders to 
prioritise the already made user stories and to sort out any 
conflicts/omissions, if any, in the requirements. Since JADs 
and user stories were covered earlier, next prioritisation is 
summarised. 
 Prioritisation: is the practice where the order of the 

features, to be implemented, is defined. Usually, the core 
requirements are to be implemented firstly, followed by 
those of lesser importance. Though in many cases, 
different stakeholders will assign different priorities to the 
same requirement – indicating either different perceptions 
or real needs – a consensus has to be reached to determine 
one priority level for each requirement [4]. 

Despite the fact that the prioritisation practice exists 
in both approaches (agile and traditional), there are still 
two main differences: the criteria on which prioritisation 
is based and the frequency of performing prioritisation 
[103]. In agile, prioritisation takes place before each de-
velopment iteration, and not just one time, as in the tradi-
tional approach, before the development starts. Unlike 
traditional development that prioritises requirements 
based on many criteria (i.e. risks, cost, implementation 
dependencies, business value, and time), the agile ap-
proach prioritises requirements based mostly on the high-
est business value they deliver.   

4.3   Requirements Modelling 
Agile modelling is very different in purpose when compared to that 
of the traditional development. The basic idea of agile 
modelling is to guide the developing team to build models 
that resolve the problems of design without the need to 
overbuild these models [104]. In other words, agile models are 
used to help understand the small part of the system currently 
under development without the need to invest a lot of time 
and effort in overdeveloping them, because most probably 
they will not become a part of the system documentation. 
They are mostly temporary throw-away models that are 
drawn on a whiteboard or a paper that discarded after 
fulfilling their purpose [104]. 

Unlike ASD, traditional development keeps all the 
models, at the different levels of abstractions, to become a part 
of the system documentation, and that needs to be kept up-to-
date with any future alterations. 

4.4   Requirements Validation 
Agile methods use frequent review meetings and various tests 
to validate requirements. Though ASD shares the same 
techniques as those of the traditional approach, there are still 
some differences; further details come next. 
 Review Meetings: unlike traditional development, when 

agile validates requirements, it actually is validating a 
working piece of software and not a huge requirements 
specifications document. At the end of each development 
cycle, a review meeting is held to communicate and re-
solve the concerns and issues that have been raised during 
that cycle. Review meetings keep the development team 
along with the rest of the stakeholders on the same track, 
while highlighting any problems as early as possible. In 
addition, conducting review sessions helps increasing the 
trust and confidence of the customer in the developing 
team when the output of the review dictates that the pro-
ject is on the right track. 

 Testing: is another method for validating the output of a 
development cycle. The most common testing methods 
are acceptance test (AT) [98], test-driven development 
(TDD) [105,106], and acceptance test-driven development 
(ATDD) [107]. AT is considered the satisfaction 
condition(s) that determines whether a feature is 
successfully implemented. It treats the requirement as a 
black box, once that feature passes the test, then no more 
work will be introduced to that feature and the team starts 
to develop the next feature in queue. TDD, on the other 
hand, is an evolutionary testing approach where tests are 
developed before the code is written. Prior coding, these 
tests are expected to fail, but eventually, when the 
implementation is finished, they should be passed. The 
ATDD test is a set of process patterns that helps the team 
build the right software product. It has four main 
advantages: (1) keeps the documentation living; (2) 
guarantees a higher product quality; (3) decreases the 
amount of rework; and (4) enhances the alignment of 
activities of the different roles on a project. Hence, it can 
be concluded that ATDD mostly sorts out the challenges 
of change/version control, requirements tracing, and 
requirements status tracking faced in the traditional 
approach. 
The main difference between traditional and agile 

development in requirements validation is the strong 
emphasis placed on testing in the agile methods. 

4.5   Requirements Management 
In traditional development, requirements are primarily 
managed through keeping a documentation that captures, 
stores, and traces all the states of each requirement since it was 
initially elaborated in the elicitation stage until its 
implementation is finished. Though keeping all these 
information provides relationships between the requirements, 
the design, and the implementation of the system, writing and 
managing such a huge documentation is a complicated and 
time-consuming task. Not to mention, the high risk that one 
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might get lost when searching for a piece of information in 
that huge documentation. 

Agile development, on the other hand, believes that 
changes in the system requirements is inevitable; thus, 
welcoming and accommodating changes at any stage in the 
project is the core essence of the agile methods. The agile 
approach makes it easier and less expensive to implement 
changes compared to that of the traditional development. 
Managing requirements changes in agile methods is achieved 
through three main practices: iterative requirements 
engineering, frequent short releases, and immediate 
customer’s feedback.   
 Iterative RE: requirements are not defined prior to the 

start of the development but rather they emerge 
throughout the process. In the beginning, the 
development team obtains the big picture of the most 
critical (with the highest business value) features of the 
application, through performing a high-level 
requirements analysis (no detailed specifications at that 
stage). Then, before the start of each development 
iteration, the RE process is performed in order to collect 
more details about the features to be implemented in that 
iteration.   

 Frequent Short Releases: is the practice of delivering 
working pieces of software frequently, in order to make 
the customer realises the expected results faster, and to 
enable them to form a mental map of how the system 
would look like. If the output does not conform to the 
customer’s needs, then the required changes will be 
pointed out at the earliest possible time of the project. 
Additionally, each release adds up to the experience of the 
development team; thus leading to a continuous 
improvement in the performance of the developing team 
in the subsequent releases. 

 Immediate Customer’s Feedback: at the end of each 
iteration, the customer shares their feedback with the 
development team, requesting changes if their 
expectations are not met. Moreover, the customer 
conducts a planning meeting, before each iteration, to 
align their purpose with the development team and to 
ensure that the team has all the necessary details that will 
enable them to successfully deliver the next iteration. 
To conclude, managing requirements change through 

constant planning minimises the probability of having post-
development changes; hence, no or very little extra cost is 
incurred by the project. 

To this end, Table 2. summarises the commonalities and 
differences between traditional and agile approaches for the 
main tasks of RE, underlining the associated agile RE practices 
for each task. 

5 CHALLENGES OF AGILE RE PRACTICES 
Despite the many advantages offered by ASD and the various 
merits that come along with its practices, there are still some 
associated challenges. The main challenges of the agile 
approach are cost and schedule estimation, non-functional 

requirements, and customer’s access and participation. 
1. Cost and Schedule Estimation: it is very difficult to 

provide an accurate cost and schedule estimation in ASD, 
because the initial estimation of the project size is based 
on the known user stories at that time. Actually, 
estimation for completion dates in agile projects is not 
advised because embracing changes will undoubtedly 
make these dates obsolete [108]. However, the short 
iterations and the frequent feedback, eventually, enable 
the development team to provide better estimates for each 
iteration. Hence, it can be concluded that agile 
development delivers more precise cost and schedule 
estimates, but cannot deliver such an accuracy level at the 
beginning of the project. 

2. Non-Functional Requirements (NFR): in spite of the 
critical role of NFR in RE for the success of a project [109], 
neither agile nor traditional development has addressed it 
properly. Though the research in the past decade is urging 
the development of not only adequate functional 
requirements but also adequate NFR [110], the majority of 

                                    TABLE 2 
           TRADITIONAL VERSUS AGILE RE TASKS 
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the work focusing on NFR is still partial and incomplete, 
as integrating NFR into the different phases of software 
development is still difficult and very much challenging 
[111].   

3. Customer’s Access and Participation: In custom-
developed projects, agile development strongly believes 
in the effective and intensive communication between the 
customer and the developing team [112]. In order to 
realise this, three factors are assumed: (1) the developing 
team has an on-site customer; (2) the customer trusts the 
developing team; and (3) the development team manages 
to reach a consensus among all the customer’s 
representatives. 
The first factor is difficult to accomplish except only in XP 

teams, where a full-time on-site customer is dictated. Since the 
customer’s representatives are expected to be usually busy 
doing their original jobs, the best-case scenario, then, is to 
have a part-time on-site customer’s representative. The second 
factor is most likely to come true probably after seeing the 
output of the first few iterations and how the time-to-market 
has been minimised, while delivering stable working software 
with the most important business value. The last factor is quite 
challenging, as it is very hard to unify the perspectives of the 
different customer’s representatives involved in the project. To 
resolve this issue, the team will be spending extra effort to 
negotiate the requirements with each representative and then 
integrate the resulting individual outputs. 

6 PROMISING AGILE RE RESEARCH AREAS 
In spite of the large amount of literature and work explored in 
the earlier sections, the RE field is still full of plenty of rich 
research areas. In this section, the most promising agile RE-
related areas are explored. 
1. Scalability: the ongoing growth of size in software 

systems has drawn the attention of many practitioners 
and researchers even more than it did before. Scale is not 
monopolised by its usual referral to significant size; there 
are many other scale factors such as complexity, 
variability management in software product lines (SPL) 
[113], and degree of heterogeneity in distributed systems. 

2. Software Reuse: facilitating the reuse of existing software 
components is a critical step in making the RE tasks more 
prescriptive and systematic. This research area is of a 
paramount importance SPL. The RE challenges in SPL are: 
developing strategic and effective techniques for 
analysing domains, and how to efficiently and effectively 
manage and document variability. 

3. Self-Adaptive Systems: are systems that can 
automatically maintain themselves throughout the 
different scenarios, such as the self-healing systems that 
dynamically recover from a system failure, faults, errors, 
or security breaches [114]. The RE research problems in 
self-adaptive systems include but not limited to: (1) 
identifying and specifying thresholds for when the system 
should adapt; (2) specifying variable sets of requirements; 

(3) monitoring the system and environment in comparison 
with the elicitated requirements, in order to ensure that 
the behaviour of the system meets the specified 
requirements when operating in a dynamic environment; 
and (4) verifying models of adaptive systems and their 
sets of possible behaviours [115]. 

4. Cyber-Physical Systems (CPS): the increasing 
dependence on systems that are strongly coupled with the 
monitoring and the controlling of entities in the physical 
world has widely encouraged the research in the CPS 
field. A CPS is an engineered system where there is a tight 
combination of, and coordination between, its 
computational and physical elements; for example: 
sensor-based and autonomous automotive systems [116]. 
One of the RE dilemmas in CPS of assigning 
responsibilities to: the software system under 
consideration, the peer software systems, the hardware 
interface devices, the human operators, and the users 
[117].  With such new challenges, a call for new concepts 
to model, simulate, verify, validate, and visualise the 
behaviour of the physical and the human entities and 
their interfaces with the computing system has become 
crucial.   

5. Non-Functional Requirements: the obvious neglect for 
NFR in research and practice, in comparison with the 
received attention in functional requirements, made it a 
very rich area for research. 

6. Methodologies, Patterns, and Tools [6]: information on 
applying RE technologies, methodically, is essential to 
take these technologies from research to practice. Due to 
the partial solutions offered or suggested by the existing 
patterns and strategies, some level of uniformity and 
predictability is entailed in the resulting requirements. 
Research into how to incorporate requirements 
technologies into an integral requirements process is 
needed. This is a core challenge that requires approaches 
to cross-connect the different elements (goals, scenarios, 
data, functions, state-based behaviour, and constraints) of 
requirements modelling [6]. 

7 CONCLUSION 
In the past decade, agile development has gained a significant 
global recognition affined to software projects’ success due to 
its core concept of valuing individuals and interactions, 
working software, customer collaboration, and responding to 
change. We strongly believe that agile perfectly fits the 
changing nature of RE, thus bringing agile into the world of 
RE will guarantee a greater and a faster success.   

RE researchers have the opportunity to enhance and 
further extend their work, through the adoption of ASD 
methods. There are many promising RE research areas in 
which agile can be perfectly fit such as solving problems 
related to variability and components reuse in SPL, verifying 
models of adaptive systems, or developing tools/approaches/ 
techniques/patterns to help taking technologies from research 
to practice. Other RE areas that can benefit from the agile 
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adoption include but are not limited to: NFRs, CPS, and scale 
factors. As for our work, we are much interested in two 
directions: SPL and CPS. We, however, have not yet decided 
towards which area our research is heading; a further in-depth 
investigation will be carried out. 

In this paper, we reviewed the research state-of-the-art in 
traditional RE, the various methods of the ASD, the most 
common RE practices used in agile and the challenges 
imposed by their adoption, the commonalities and differences 
between agile and traditional RE approaches, and finally the 
prime research opportunities in the agile RE field. 
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